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When Did Adversarial Machine Learning Start?
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A Bit of History: ML Security Did Not Start in 2014!

• 2004-2006: Preliminary work on adversarial learning/classification
First edition of the AISec workshop (co-located with CCS) - aisec.cc

Our main contributions

• 2012 ICML: Poisoning attacks against Support Vector Machines (2022 ICML Test of Time)

• 2013 ECML: Evasion attacks against Machine Learning at test time

– Main idea: formalizing attacks on ML as optimization problems, solved with gradient descent

– Applications: simple anti-spam filters, malware detectors, image classifiers (MNIST digits)

Meanwhile, in the deep learning community

• 2012: AlexNet won ImageNet (ILSVRC) competition

• 2014 ICLR: Adversarial examples (independently re-discovered) by C. Szegedy, I. 
Goodfellow et al., while trying to interpret decisions of DNNs
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Timeline of Learning Security

Adversarial M
L

2004-2005: pioneering work
Dalvi et al., KDD 2004
Lowd & Meek, KDD 2005

2013: Srndic & Laskov, NDSS

2013: Biggio et al., ECML-PKDD - demonstrated vulnerability of nonlinear algorithms
to gradient-based evasion attacks, also under limited knowledge
Main contributions:
1. gradient-based adversarial perturbations (against SVMs and neural nets)
2. projected gradient descent / iterative attack (also on discrete features from malware data)

transfer attack with surrogate/substitute model
3. maximum-confidence evasion (rather than minimum-distance evasion) 

Main contributions:
- minimum-distance evasion of linear classifiers
- notion of adversary-aware classifiers

2006-2010: Barreno, Nelson, 
Rubinstein, Joseph, Tygar
The Security of Machine Learning
(and references therein)

Main contributions:
- first consolidated view of the adversarial ML problem
- attack taxonomy
- exemplary attacks against some learning algorithms

2014: Szegedy et al., ICLR
Independent discovery of (gradient-

based) minimum-distance adversarial 
examples against deep nets; earlier 

implementation of adversarial training 

Security of DNN
s

2016: Papernot et al., IEEE S&P
Framework for security evalution of 

deep nets

2017: Papernot et al., ASIACCS
Black-box evasion attacks with 

substitute models (breaks distillation 
with transfer attacks on a smoother 

surrogate classifier)

2017: Carlini & Wagner, IEEE S&P
Breaks again distillation with 

maximum-confidence evasion attacks 
(rather than using minimum-distance 

adversarial examples)

2016: Papernot et al., Euro S&P
Distillation defense (gradient masking)

Main contributions:
- evasion of linear PDF malware detectors
- claims nonlinear classifiers can be more secure

2014: Biggio et al., IEEE TKDE Main contributions:

- framework for security evaluation of learning algorithms
- attacker’s model in terms of goal, knowledge, capability

2017: Demontis et al., IEEE TDSC
Yes, Machine Learning Can Be 
More Secure! A Case Study on 
Android Malware Detection

Main contributions:
- Secure SVM against adversarial examples in malware 

detection

2017: Grosse et al., ESORICS
Adversarial examples for

malware detection

2018: Madry et al., ICLR
Improves the basic iterative attack from 

Kurakin et al. by adding noise before 
running the attack; first successful use of 

adversarial training to generalize across 
many attack algorithms

2014: Srndic & Laskov, IEEE S&P
used Biggio et al.’s ECML-PKDD ‘13 gradient-based evasion attack to demonstrate 
vulnerability of nonlinear PDF malware detectors

2006: Globerson & Roweis, ICML
2009: Kolcz et al., CEAS
2010: Biggio et al., IJMLC

Main contributions:
- evasion attacks against linear classifiers in spam filtering

Work on security evaluation of learning algorithms

Work on evasion attacks  (a.k.a. adversarial examples)

Pioneering work on adversarial machine learning

... in malware detection (PDF / Android)

Legend
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2015: Goodfellow et al., ICLR
Maximin formulation of adversarial 
training, with adversarial examples 

generated iteratively in the inner loop

2016: Kurakin et al.
Basic iterative attack with projected 

gradient to generate adversarial examples

2 iterative attacks

Biggio and Roli, Wild Patterns: Ten Years 
After The Rise of Adversarial Machine 
Learning, Pattern Recognition, 2018
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Wild Patterns: Attacks against Machine Learning

Integrity Availability Privacy / Confidentiality

Test data Evasion / adversarial examples Sponge Attacks Model extraction / stealing  
Model inversion 
Membership inference

Training data Backdoor / targeted poisoning 
(to allow subsequent intrusions)

Indiscriminate (DoS) 
poisoning 

Sponge Poisoning

Training data poisoning to 
facilitate privacy leaks at test 
time

Attacker’s Knowledge: white-box / black-box (query/transfer) attacks (transferability with surrogate models)

Biggio et al., Poisoning attacks against SVMs, ICML 2012 - 2022 ICML Test of Time 
Award
Biggio et al., Evasion attacks against machine learning at test time , ECML-PKDD 
2013
Biggio and Roli, Wild Patterns, Patt. Rec. 2018, Best paper award and PR medal 
2021
Cinà, Grosse et al., Wild Patterns  Reloaded, ACM Comp. Surveys, 2023

Misclassifications that do 
not compromise normal 
system operation

Misclassifications that 
compromise normal 
system operation

Attacker’s Goal

Attacker’s Capability

Querying strategies that reveal 
confidential information on the 
learning model or its users
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The first decade – Before A.E.

Back to 2004-2014…
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Evasion of Linear Classifiers

• Problem: how to evade a linear (trained) classifier?
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a bang!
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...

start

bang

portfolio

winner

year

...

university

campus

1

1

1

1

1

...

0

0

+6 > 0, SPAM

(correctly classified)

f (x)= sign(wTx)

x

start

bang

portfolio

winner

year

...

university

campus

+2

+1

+1

+1

+1

...

-3

-4

w

x’

St4rt 2007 with 

a b4ng!

Make WBFS YOUR 

PORTFOLIO’s

first winner of 

the year

... campus

start

bang

portfolio

winner

year

...

university

campus

0

0

1

1

1

...

0

1

+3 -4 < 0, HAM

(misclassified email)

f (x)= sign(wTx)
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Evasion of Nonlinear Classifiers

• What if the classifier is nonlinear?

• Decision functions can be arbitrarily complicated, with no clear relationship between 
features (x) and classifier parameters (w) −2−1.5−1−0.500.511.5

10
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Detection of Malicious PDF Files
Srndic & Laskov, Detection of malicious PDF files based on hierarchical document structure, NDSS 2013

“The most aggressive evasion strategy we could conceive was successful for 
only 0.025% of malicious examples tested against a nonlinear SVM classifier 

with the RBF kernel [...].

Currently, we do not have a rigorous mathematical explanation for such a 
surprising robustness. Our intuition suggests that [...] the space of true features 

is “hidden behind” a complex nonlinear transformation which is 
mathematically hard to invert. 

[...] the same attack staged against the linear classifier [...] had a 50% success 

rate; hence, the robustness of the RBF classifier must be rooted in its nonlinear 

transformation”

11
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Evasion Attacks against Machine Learning at Test Time

• Main idea: to formalize the attack as an 
optimization problem

• Non-linear, constrained optimization

– Projected gradient descent: approximate 
solution for smooth functions

• Gradients of g(x) can be analytically 
computed in many cases

– SVMs, Neural networks
−
2

−
1
.5

−
1

−
0
.5

0
0

.5
1

1
.5

min
𝜹

𝑔(𝒙 + 𝜹) 

s. t.  𝜹 ≤ 𝜀, 
 𝒙 + 𝜹 ∈ 0,1 𝑑

𝑓 𝑥 = sign 𝑔(𝑥) = ቊ
+1, malicious
−1, legitimate

𝑥

𝑥′

Biggio et al., ECML 2013 12
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Computing Descent Directions
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An Example on Handwritten Digits

• Nonlinear SVM (RBF kernel) to discriminate between ‘3’ and ‘7’

• Features: gray-level pixel values (28 x 28 image = 784 features)

Few modifications are

enough to evade detection!

After attack

(misclassified as 7)

Biggio et al., Evasion Attacks Against Machine Learning at Test Time, ECML 2013 14
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Experiments on PDF Malware Detection

• Dataset: 500 malware samples (Contagio), 500 benign (Internet)

– 5-fold cross-validation

– Targeted (surrogate) classifier trained on 500 (100) samples 

• Evasion rate (FN) at FP=1% vs max. number of added keywords

– Perfect knowledge (PK); Limited knowledge (LK)

Biggio et al., Evasion Attacks Against Machine Learning at Test Time, ECML 2013
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2014: The Discovery of Adversarial Examples

Szegedy et al., Intriguing properties of neural networks, ICLR 2014

min
||𝜹||𝑝<𝜖

𝐿(𝒙 + 𝜹, 𝑦𝑡 , 𝒘)

solved via gradient descent
+ε =

school bus (94%) ostrich (97%)

input image adversarial perturbation adversarial 
example

16
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ML Security Boomed...
https://nicholas.carlini.com/writing/2019/all-adversarial-example-papers.html 

17
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Attacks against AI are Pervasive!

Sharif et al., Accessorize to a crime: 

Real and stealthy attacks on state-of-

the-art face recognition, ACM CCS 2016

Eykholt et al., Robust physical-world attacks on 

deep learning visual classification, CVPR 2018

“without the dataset the article is useless”

“okay google browse to evil dot com”

Carlini and Wagner, Audio adversarial examples: Targeted attacks on speech-

to-text, DLS 2018 https://nicholas.carlini.com/code/audio_adversarial_examples/

A. Zou et al., Universal and transferable adversarial attacks 

on aligned language models, 2023 https://llm-attacks.org 

18
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The second decade – After A.E.

2014-2024: Evaluating Adversarial Robustness is Tough…

19
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Ideal World: Evaluating Certified Robustness

• Certified robustness: Ensuring that no adversarial 
example exists within the given perturbation domain

min
𝜹

 𝐿(𝒙 + 𝜹, 𝑦𝑡 , 𝜽)

s. t.  ||𝜹|| ≤ 𝜖,  𝒙 + 𝜹 ∈ 0,1 d 

• Only doable in simple/tractable cases…

– Lower bound on adversarial robustness

• Empirical robustness: run empirical attacks and 

count their failures

– But… if the attack fails, we cannot conclude that no 
adversarial example exists…

– Upper bound on adversarial robustness

x

x

x

x

x

?
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Detect and Avoid Flawed Evaluations

• Problem: formal evaluations 
do not scale, adversarial 
robustness evaluated 
mostly empirically, via 
gradient-based attacks

• Gradient-based attacks 
can fail: many flawed 
evaluations have been 
reported, with defenses 
easily broken by 

adjusting/fixing the attack 
algorithms

M. Pintor, B. Biggio et al., Indicators of Attack Failure: …, NeurIPS 2022 21
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Indicators of Attack Failure

M. Pintor, B. Biggio et al., Indicators of Attack Failure: …, NeurIPS 2022 22
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IoAF: Focus on Stochastic/Obfuscated Gradients

Use EoT

Unstable Loss

I2

Stochastic 

Gradients

F2

M2

Carlini & Wagner, SP 2017; Athalye et al., ICML 2018; Tramer et al., NeurIPS 2020
M. Pintor, B. Biggio et al., Indicators of Attack Failure: …, NeurIPS 2022 23
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IoAF: Focus on Implementation Errors

• Wrong PGD attack implementations 
in widely-used libraries

Silent Success

Fix Attack

Implementation

I3

Implementation 

Errors

F3

M3

M. Pintor, B. Biggio et al., Indicators of Attack Failure: …, NeurIPS 2022 24
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Experiments

58%

Robust Accuracy

36% 6% Distillation 94%

Robust Accuracy

0%

Ensemble
Diversity

38%

Robust Accuracy

36% 9%
Turning a 
Weakness into 
a Strength

35%

Robust Accuracy

0%

k-Winners 
Take All

M. Pintor, B. Biggio et al., Indicators of Attack Failure: …, NeurIPS 2022 25
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Improving Reliability of Gradient-based Attacks

26
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AttackBench: Benchmarking Gradient-based Attacks

• Too many new attack papers… each claiming to outperform all the others…

• Tested more than 100 attack implementations, ~1,000 different configurations

• Metrics: optimality/effectiveness and efficiency/complexity

– https://attackbench.github.io

A. E. Cinà, J. Rony, B. Biggio, et al., AAAI 2025 - https://arxiv.org/abs/2404.19460 27
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Top Attack Algorithms and Implementations

• Worst-performing attacks• Best-performing attacks

A. E. Cinà, B. Biggio, et al., ICLR 2025 -  https://arxiv.org/abs/2402.01879 
28
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Moving Beyond Image Classifiers…

29
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Deep Neural Networks for EXE Malware Detection

• MalConv: convolutional deep network trained on raw bytes to detect EXE malware

E. Raff et al., Malware Detection by Eating a Whole EXE, arXiv 2017

𝑥1

...

...

...

𝑥𝑑

Feature extraction 

𝐱 = 𝜙(𝒛)

Input program

(byte values)

122

45

…

…

253

Feature-based 

representation

𝑓 𝒙 ≥ 𝜃

malware

goodware

True

False

e.g., byte embedding

AI-based 

model

Classification 𝑓(𝒙)

𝒛 𝒙
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Twitter Used to Be a Nice Place…

Challenge accepted…

31
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Evasion of Deep Networks for EXE Malware Detection

• MalConv: convolutional deep network trained on raw bytes to detect EXE malware

• Our attack can evade it by adding few padding bytes

Kolosniaji, Biggio et al., Adversarial Malware Binaries, EUSIPCO 2018
Demetrio, Biggio et al., Explaining Vulnerability of DL, ITASEC 2019 32
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Adversarial EXEmples: Practical Attacks on ML for Windows Malware Detection

L. Demetrio, Biggio, et al., Adversarial EXEmples, ACM TOPS 2021
L. Demetrio, Biggio, et al., Functionality-preserving ..., IEEE TIFS 2021

• Minimize loss w.r.t. vector of injected bytes  𝜽⋆ ∈ argmin
𝜽

𝐿(ℎ(𝒙, 𝜽), 𝑦𝑡 , 𝒘)

– ℎ(𝒙, 𝜽) is a function that allocates space to inject new bytes (e.g. extend, shift…)

– Constraint on the number of added bytes

33
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Results for White-box (Gradient-based) Attacks

Demetrio, Biggio, et al., Adversarial EXEmples, ACM TOPS 2021 34
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Black-box (Gradient-free) Attacks on EXE Malware
Functionality-preserving Black-box Optimization of Adversarial Windows Malware

Demetrio, Biggio et al., IEEE TIFS 2021

input malware

benign 
sections

...

adversarial 
malware

detector 
0xca
0xfe

ii. payload injection

penalty term

objective 
function

adversarial malware

i. payload generation

iii. evaluation

1. at each iteration, a population of payloads is generated and evaluated
2. after iterations, the best sample minimizing the objective is returned

• Black-box genetic algorithm optimizing the 
injection of benign sections into malicious PE files

35
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Results for Black-box (Gradient-free) Attacks
Functionality-preserving Black-box Optimization of Adversarial Windows Malware

• Our attack bypasses state-of-the-art 
machine learning-based detectors also with 

very small payload sizes

• Surprisingly, it also works against some 
commercial anti-malware solutions available 
from VirusTotal!

Detection rates of AV products from VirusTotal, including 

AVs in the Gartner’s leader quadrant. Our section-

injection attack evades detection with high probability

Demetrio, Biggio et al., IEEE TIFS 2021

10 queries3060110

310
510

Section-Injection Attack
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Android Malware Detection

• Drebin: Arp et al., NDSS 2014

– Android malware detection directly 
on the mobile phone

– Linear SVM trained on features 

extracted from static code analysis

x2

Classifier

0
1

...
1

0
Android app (apk)

malware

benign
x1

x

f (x)
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Results on Android Malware Detection

• Dataset (Drebin): 5,600 malware and 121,000 benign apps (TR: 30K, TS: 60K)

• Detection rate at FP=1% vs max. number of manipulated features (averaged on 10 runs)

– Perfect knowledge (PK) white-box attack; Limited knowledge (LK) black-box attack

A. Demontis, Biggio et al., IEEE TDSC 2019 38
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• Robust optimization (a.k.a. adversarial training)

• Robustness and regularization (Xu et al., JMLR 2009)

– under loss linearization, equivalent to loss regularization

Increasing Input Margin via Robust Optimization

min
𝒘

max
||𝜹𝑖||∞≤𝜖

σ𝑖 ℓ 𝑦𝑖, 𝑓𝒘 𝒙𝑖 + 𝜹𝑖  

bounded perturbation!

min
𝒘

 σ𝒊 ℓ 𝑦𝑖, 𝑓𝒘 𝒙𝑖 + 𝜖||𝛁𝒙ℓ𝑖||1 

dual norm of the perturbation

39A. Demontis, Biggio et al., IEEE TDSC 2019
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Experiments on Android Malware

• Infinity-norm regularization is optimal against adversarial Android malware samples

– Sparse attacks penalize | 𝜹 |1 promoting the manipulation of few features

Yes, Machine Learning Can Be More Secure!
A Case Study on Android Malware Detection

Absolute weight values |𝑤|

Why? It bounds the maximum absolute weight values!

Sec-SVM

40A. Demontis, Biggio et al., IEEE TDSC 2019
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ML-based Adversarial Phishing Webpage Detection

• Bypassing ML-based Phishing Webpage Detectors via

– HTML manipulations that preserve webpage rendering

– Black-box optimization to select the most effective changes

B. Montaruli, B. Biggio, et al., Raze to the ground: Query-efficient adversarial HTML …. AISec 2023 41
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Web Application Firewalls against SQLi Attacks

• ModSecurity CoreRuleSet (CRS) + ML to improve performance

– From 60% to more than 95% detection of SQLi attacks at very low false positives

• ModSecurity CRS+ Robust ML to improve robustness against adversarial SQLi attacks

– Robustness improved from 40% to more than 90%!

G. Floris, C. Scano et al., ModSec-AdvLearn: …, IEEE TIFS 2025 42
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The next decade: 2024-2034… 

Attacking LLMs, Multimodal Models, and Agentic AI

43
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• Producing Affirmative Responses: The attack forces 
the model to start with an initial response…

– Sure, here is how to build a bomb:…

• Greedy Coordinate Gradient-based Search: it uses 
gradient descent to greedily add the best token in 
the adversarial suffix

• Main drawback: easy to detect

Attacks on LLMs and Foundation Models

A. Zou et al., Universal and transferable adversarial attacks on aligned language models, 2023 44



www.saiferlab.ai

Ongoing Work: LatentBreak

• Goal: white-box attack optimized in

– (1) latent space (improved success rate)

– (2) with low perplexity (meaningful prompts)

1. Our attack modifies the prompt to shift a 

harmful request towards the harmless 

distribution (in latent space)

2. An auxiliary LLM suggests synonyms/tokens 

for replacement (preserving semantics) 

3. We retain those that best align with the 

direction in latent space and iterate…

R. Mura, G. Piras, K. Lukosiute, M. Pintor, A. Karbasi, B. Biggio. Latentbreak: Jailbreaking LLMs … arXiv 2510.08604, 2025 45
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Ongoing Work: LatentBreak – Attack Success Rate

R. Mura, G. Piras, K. Lukosiute, M. Pintor, A. Karbasi, B. Biggio. Latentbreak: Jailbreaking LLMs … arXiv 2510.08604, 2025

LatentBreak evades perxplexity-based filters without increasing prompt size!

46
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To Conclude…

47
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ML Security (2004-2024) vs LLM Security (2024 and beyond)

• Adversarial ML / ML Security

– Toy problems with clear mathematical 
formulation (optimizing over Lp norms)

– Still small progress after 20+ years 
(difficult to perform reliable evaluations)

• GenAI / LLM Security

– More realistic attacks, but

– Security is ill-defined (lack of clear 

definition of alignment) 

– … and then clearly harder to evaluate

48



www.saiferlab.ai

Lessons Learned and Future Challenges

• Adversarial attacks seemed a toy/academic issue 
at the beginning….

– But with LLMs the attack surface has grown even more

– And now AI agents are being deployed…

• Trying to secure AI/ML models in isolation is tough 

– But it may help in domains with: low-dimensional inputs + constrained attackers

• AI/ML Security needs a proactive approach + integration in its DevOps cycle (MLOps)

– Envision potential attacks before they may happen (known unknowns)

– Design better evaluation procedures and get more domains covered

• But how do we deal with threats that cannot be foreseen (unknown unknowns)?

– More research is needed to make AI/ML resilient also from a systems perspective

– … especially in the era of agentic AI

49



Open Course on MLSec 
https://github.com/unica-mlsec/mlsec 

Software Tools
https://github.com/pralab/secml-torch 
https://github.com/pralab/secml_malware 
… 

Machine Learning Security Seminars
https://www.youtube.com/c/MLSec 

Battista Biggio

battista.biggio@unica.it

https://github.com/unica-mlsec/mlsec
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